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NOTE

Large-Scale Simulations on Polymer Melts

Recently the discussion of the behavior of polymer melts cell. For more details on the bond-fluctuation model see
[16, 17]. The chains in the melts were grown in a randomin the different time regimes of their diffusion process has

attracted new attention [1–3]. Special features during the process, ensuring self- and cut-avoiding. Subsequent to the
generation the melts were subjected to a random dynamicstransition to the center of mass diffusion of the entire

chain in the melt were proposed using certain computer for a duration of 1,000,000 Monte Carlo steps (MCS). One
Monte Carlo step denotes one attempted jump per mono-simulations and were opposed using other simulations.

This recent discussion illuminates a major problem in the mer. Afterward the measurements were begun, lasting
20 3 106 MCS. However, the largest system was measuredarea of computer simulations of polymers, namely the size

of the system and the duration of the simulation. Concern- for 200 3 106 MCS. The chain length was 199 segments.
Two different densities were investigated, 0.45 and 0.6.ing the size, the simulations can be divided into two groups,

a larger one using 500 to 2,000 repeat units (e.g., [4–10]) The density is defined as the lattice sites occupied divided
by the total number of lattice sites. For the lower density,and a smaller one using 15,000 to 450,000 units [2, 11–15].

To obtain dense systems the first group puts these mono- systems with 200 chains in a simulation box of 91 3 91 3
91 grid units, 30 chains in 48 3 48 3 48, 13 chains inmers into relatively small boxes with periodic boundary

conditions. Once more two groups of simulations can be 36 3 36 3 36, 4 chains in 24 3 24 3 24, and 1 chain in
15 3 15 3 15 were chosen. The parameters for the higherdistinguished. The first simulates many, but short, chains.

Thus, no entanglements can be found in these polymer density were 280 chains in a box of 91 3 91 3 91 and 41
chains in a box of 48 3 48 3 48. All systems were averagedsystems. The other group prefers long, but few, chains, and

some just one chain [6, 9, 10], within the simulation box. over several independent configurations, the numbers in-
creasing to 200 runs with decreasing segment content inThey presume that, due to the periodic boundary condi-

tions, self-entanglement of these few chains resembles the the simulation box, except for the largest one, which was
time averaged using about 5 3 106 MCS as the samplingsituation of many chains. The simulations using low num-

bers of monomer units are unfortunately on the rise since interval. Within the bond-fluctuation model the entangle-
ment length Ne for the low-density systems is about 38most heretofore commercially available products have

handled at best a few chains within endurable CPU time. segments and for the high-density systems is 24 segments
[18]. Hence the chain length of 200 monomers is aboutThe simulation with large numbers of monomers [2, 11–15]

can combine both properties, many and long chains, within 5.2 Ne and 8 Ne , respectively.
The simulations were run on a Cray-YMP8. The pro-a reasonably large simulation box. The large simulation

(64,000 units) by Brown et al. [15] was performed by molec- gram was vectorized mainly by three means. First, the
three-dimensional lattice coordinates were written in aular dynamics. Even the application of state-of-the-art

computers and programs limited these simulations to a one-dimensional linearized manner. Second, the lattice of
the system was divided into cubes of size 7 3 7 3 7 orduration of about 8 ns.

As an example, for the case of melts we will show that 6 3 6 3 6, with the exception of the smallest system. In
the athermal case a distance of at least 5 grid units ensuresa certain system size is vital in obtaining reliable data.

Furthermore, large-scale fluctuations will be presented, that parallel movement of monomers can be performed
without their influencing one another. Within each cubesuggesting that even simulations which are commonly con-

sidered long lasting must be treated carefully when ex- the same randomly chosen lattice site was subject to the
following vector compression procedure, the third tool. Iftracting structural properties.

The approach presented is based on the well-known monomers are found at these sites in the different cubes,
these monomers are noted in a list. Next, the possibilitythree-dimensional bond-fluctuation algorithm [16]. In this

coarse-grained lattice model the polymer chains are repre- of their jumping in a randomly chosen direction is checked.
If this is not possible for a certain monomer due to occupa-sented by mutually and self-avoiding walks on a cubic

lattice, each monomer occupying eight corners of the unit tion of the site, this monomer is removed from the list.
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Thereafter the list is compressed. For the remaining mono- and the dynamics slows down. Beyond tR p N 2, the largest
relaxation time of the chain (the Rouse relaxation time),mers the existence of the new bond vectors is determined.

Another reduction of the list removes all monomers which the monomer diffuses freely again as part of the free diffus-
ing chain. However, for large chains this behavior is modi-failed this test. Finally, using this list for addressing, the

jumps are performed and the occupation of the lattice sites fied due to entanglements. In the framework of reptation
theory [23, 24] g1(t) should be described by the followingis updated. With these techniques vector lengths of around

1000 are obtainable for the largest systems. An early imple- power-law sequence for chains which significantly exceed
the critical entanglement length Ne :mentation of this vectorization procedure together with

program listings can be found in the publication of Witt-
mann and Kremer [19]. The performance, given for the
largest simulations, was about 2.2 3 106 MCS per second,
resulting in about 90 3 106 vector integer and logical opera-
tions per second, 27 3 106 vector floating-point operations

g1(t) p5
t1: t , t0

t1/2: t0 # t , te p N 2
e (a)

t1/4: te # t , tR p N 2 (b)

t1/2: tR # t , td p N 3/Ne (c)

t1: td # t (d).

(5)per second, and 18 3 106 scalar functional unit operations
per second. As this is a lattice-based simulation, most of
the calculations can be performed using integer operations
and look-up tables, which in itself speeds up the calcula-
tions. But this leads to a relatively low portion of floating-
point operations in comparison to integer operations. The In the new time regimes te # t , td the chain should
rate of accepted moves was ca. 12% of the attempted additionally exhibit a Rouse diffusion along its coarse-
moves. grained random walk structure. The chain is confined in a

The resulting dynamics of the chains in the melt was so-called tube built by the surrounding chains. In the re-
investigated by calculating the mean square displacement gime tr # t , td the chain connectivity becomes unimpor-
g1(t) of the monomers tant for the motion of the segments of the chain, but the

tube still confines the segments for another time period.
Once the tube disengagement time td is reached an overallg1(t) 5

1
5 ON/212

i5N/222
k[ri(t) 2 ri(0)]2l, (1)

Einstein diffusion should be observed.
The time regimes for g3(t) within the reptation model are

the mean square displacement g2(t) of the monomers in
the center of mass system

g3(t) p 5
t1: t , te (a)

t1/2: te # t , td (b)

t1: td # t (c).

(6)
g2(t) 5

1
5 ON/212

i5N/222
k[ri(t) 2 rcm(t) 2 (ri(0) 2 rcm(0))]2l, (2)

and the mean square displacement of the center of mass In Fig. 1, g1 is displayed for different box sizes. Although
the density remains almost constant a qualitative change

g3(t) 5 k[rcm(t) 2 rcm(0)]2l. (3) in the diffusion properties can be found when the box size
is reduced to below a certain value. The behavior of sys-

ri(t) is the position of monomer i and rcm(t) is the position tems with 200 and 30 chains in the simulation box is almost
of the center of mass at time t. The brackets k? ?l denote indiscernible; the system with 13 chains shows the first
an average over all chains in the corresponding sample. In differences. The system with only 4 chains exhibits pro-
Eqs. (1) and (2) only the five innermost monomers of a nounced deviations in long-term properties. No regime
chain are added to reduce possible chain-end effects [11]. with an exponent smaller than 0.45 can be monitored.

For short chains in a melt g1(t) should obey the following Instead, a regime with an exponent of 0.6 is found and an
power laws according to the Rouse model [21, 22]: early upswing to pt1 occurs. The larger samples yield a

behavior proportional to about 1/3, change back to 0.5,
and finally adopt 1. (For the exponents obtained see Table
I.) The unorthodox behavior of the 4-chain system is eveng1(t) p 5

t1: t , t0

t1/2: t0 # t , tR

t1: t $ tR .

(4)
more pronounced for only one chain interacting with itself.
No slowing could be detected for the self-constrained
chain. Hence, the diffusion under the constraints of other
chains is not comparable to the constraints due to the sameFor times shorter than t0 , the monomer diffuses freely.

Afterward the monomer realizes that it belongs to a chain chain. Its connectivity leads a single chain to move in a
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FIG. 2. D versus box size L for the low-density systems. Inset: expo-FIG. 1. Mean square displacement g1 for different box sizes: (a) 1
nent of g1(t) in the reptation regime versus L. The dotted line is meantchain in 15 3 15 3 15, (b) 4 chains in 24 3 24 3 24, (c) 13 chains in
as a guide to the eye.36 3 36 3 36, (d) 30 chains in 48 3 48 3 48, and (e) 200 chains in

91 3 91 3 91.

was calculated for the center of mass motion in the time
highly correlated manner. Thus, at least 30 chains con- regime of an overall Einstein diffusion. Figure 2 displays
sisting of 200 monomers are necessary to resemble the the results for the low-density systems with respect to their
characteristic melt properties. The results in g3(t) (cf. Table box sizes. The dotted line is meant as a guide to the eye,
III) confirm the above statements. showing the possible dependence. No simple power law

To derive further information on finite size effects the can be fitted through all points. At box sizes larger than
diffusion coefficient 48 a leveling off toward a constant value seems to occur.

The inset in Fig. 2 shows the development of the exponent
of g1(t) in the reptation regime (see above) versus box size.

D 5
g3(t)

6t
(7) The exponent decreases as the box size grows in the same

manner as the diffusion coefficient. This significant de-
crease in the exponent strongly suggests fundamental
changes in the underlying mechanisms of motion. In other

TABLE I words, a self-entangled chain behaves completely differ-
ently in comparison to a chain in a melt of many otherExponents of g1(t) for the Different Regimes:
chains. Once more, our conclusion is that a polymer meltLow Density
must be modeled as a multichain system in order to obtain

Chains (a) (b) (c) (d) true melt properties. Thus, the observed decrease in the
diffusion coefficient should not be treated in the classical

200 0.50 6 0.02 0.36 6 0.01 0.50 6 0.01 0.94 6 0.05
concept of finite size scaling [20].30 0.50 6 0.02 0.36 6 0.01 0.50 6 0.01 0.97 6 0.05

The squared radius of gyration, R2
g , of a chain in the13 0.50 6 0.02 0.39 6 0.01 0.50 6 0.02a 0.93 6 0.05

4 0.50 6 0.02 0.45 6 0.01 —a 0.98 6 0.05 melt, averaged over all chains in the system, is displayed
1 0.50 6 0.02 —b —b 1.00 6 0.05 in Fig. 3. In this plot only the last 50 3 106 MCS of the

total 200 3 106 MCS are shown. Despite the preceding
a A growing regime with an exponent of 0.60 6 0.03 can be observed

relaxation of 150 3 106 MCS, R2
g fluctuates with an ampli-between regimes (c) and (d).

tude of 10% of the mean value. This time scale of theb A regime with an exponent of 0.70 6 0.05 can be observed between
regimes (b) and (d). fluctuations is around 20 3 106 MCS, in close relation to
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TABLE II

Exponents of g1(t) for the Different Regimes:
High Density

Chains (a) (b) (c) (d)

280 0.50 6 0.02 0.36 6 0.01 0.50 6 0.01 0.90 6 0.05a

41 0.50 6 0.02 0.37 6 0.01 0.50 6 0.01 —b

a Within the limited simulation time.
b Not measured.

performed for structural properties comparable to com-
mon static experimental data, several relaxation time peri-
ods must transpire and the averaging must be done over
this long period. With this in mind Fig. 1 of the large-scale
simulation of Brown et al. [15], displaying the squared
radius of gyration versus simulation time, is more likely
to display the first part of longer-lasting fluctuations. Thus,
their conclusion to have reached the steady-state limit
should be treated with caution. This is a clear indication
that even this profound molecular dynamics simulation

FIG. 3. Squared radius of gyration obtained from the largest system ranging up to 8 ns suffers from time limitations.
during the final 50 3 106 MCS.

There has been a long-lasting discussion on whether or
not reptation in polymer melts takes place, experimentally,
e.g., [25], computer numerically [18, 26–37], and theoreti-the longest relaxation time, tR , in the system. The Rouse
cally [23, 24, 38, 39]. Exponents in the so-called reptationtime, tR, can be found from Fig. 4 roughly at the onset of
regime were predicted and partially found ranging fromthe second t1/2 regime. Thus, when averaging processes are
0.25 to 0.40. We cannot provide a conclusive judgment
concerning these discussions, but we will attribute our re-
sults within the current simulation. Assuming that the dy-
namics is separable into different time regimes we find the
following sequence of exponents for g1(t), displayed as an
example in Fig. 4, summarized in Table I for the low-
density system and in Table II for the high-density system.
The values for g3(t) can be found in Tables III and IV.

No exponents smaller than 0.36 were observed; thus no
clear evidence for reptation as discussed above is found
for the chain lengths investigated. Within the simulations
presented, this lack of confirmation of the reptation predic-

TABLE III

Exponents of g3(t) for the Different Regimes:
Low Density

Chains (a) (b) (c)

200 0.85 6 0.02 0.73 6 0.02 0.90 6 0.02a

30 0.88 6 0.03 0.80 6 0.01 1.00 6 0.01
13 0.90 6 0.02 0.80 6 0.02 1.00 6 0.02

4 0.98 6 0.02 0.95 6 0.02 1.00 6 0.02
1 1.00 6 0.02 1.00 6 0.02 1.00 6 0.02

FIG. 4. g1 , g2 , and g3 for the largest system, 280 chains in 91 3

91 3 91. a Within the limited simulation time.
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Argon, Macromolecules 24, 5962 (1991). DIETMAR GÖRITZ
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